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Summary

- Forecasting implied FX volatility surface has important applications in investment and trading, but it is a challenging task because the FX vol surface is composed of correlated high-dimensional time series and the shape of the surface can be significantly impacted by extreme market shocks that are almost impossible to forecast.

- Vector Autoregression (VAR) has been utilized often in forecasting multi-variate time series, but has limitations due to high dimensional highly correlated data, which exists for this use case.

- We designed a new way to regulize the VAR model to improve its accuracy by training a regularized linear regression model (i.e.Ridge Regression) on the Embedded dataset, which we called Embedded Ridge (ER) model.

- The Embedded Ridge model was applied to forecast 8 FX implied volatility surfaces for 1 day, 1 week and 1-month forecast horizons.

- Our results showed that the Embedded Ridge model outperformed the VAR model in the measure of accuracy, computations time and stability.
1. INTRODUCTION

Forecasting of FX implied volatility is important for portfolio management including FX hedging, trading and developing an investment strategy. A reasonable forecast of the FX implied volatility surface will help traders choose which term to use and when to hedge. In this research series, we conducted our research with the following three questions in mind:

- What are the economic and financial factors that impact the most on FX implied volatilities?
- Can we apply machine learning algorithms to forecast FX implied volatility surface, in order to outperform the traditional econometric models?
- Are we able to increase forecast confidence by doing a triangle analysis, i.e. levels, direction and rank forecasts? On this question, the idea is that if level forecast, direction forecast and rank forecast all agree with each other, our confidence in our forecast should be relatively high.

In the first paper of this series, we applied an Embedded Ridge algorithm to forecast implied volatility surfaces of eight FX pairs. In the following papers, we will apply other machine learning algorithms to forecast level, direction and rank of the implied volatility surfaces of these FX pairs.

Forecasting high-dimensional data is challenging because of the many possible attribute combinations that need to be forecasted. To address this issue, some researchers design new models that select subsets of lags and dimensions by cross validation, variable selection algorithms or by regularization. Regularizing time series is well studied, for example [1], [2], [3] and more. We present here a new way to improve the accuracy in forecasting time series, via a reduction of the output of the autoregressive process to the embedded dataset and regularizing it. Regularization is particularly useful to mitigate the problem of multicollinearity and ill-conditioning (ill-posed). It is well known that instability of solutions to small changes in inputs causes many problems in numerical computations. Existence, uniqueness and stability of solutions are important features of mathematical problems. Problems that fail to satisfy these conditions are called ill-posed [4]. In general, Regularization provides improved efficiency in parameter estimation problems in exchange for a tolerable amount of bias [5]. Embedding is a horizontal concatenation of the lags of time series. This way, any model, such as linear regression, can forecast the time series from the embedded dataset. In this paper, we used embedded linear regression with ridge regularization to forecast the eight FX implied volatility surfaces.

2. DATA

The data used in this study consisted of multiple time series taken from eight volatility surfaces of currencies traded on FOREX: AUDUSD, USDMXN, GBPUSD, USDJPY, USDBRL, USDCAD, EURUSD, USDKRW.

The data was taken from Bloomberg and is from January 1, 2014 through June 11, 2019, a total of 1420 days. Each surface consisted of 75 time-series (later, “points”), except for the USDJPY and USDKRW sets which consisted of 69 and 45 points, respectively. The 75 points corresponded to five values of delta: 10 Call, 25 Call, At the Money, 25 Put and 10 Put, and fifteen values of expiry: 1, 2, and 3 weeks, 1, 2, 3, 4, 6, and 9 months, 1, 1.5, 2, 3, 4 and 5 years out.

An example of constructed surface can be seen in Figure 1.

Figure 1 | Constructed surface of EURUSD of June 11, 2019

The missing points in USDJPY and USDKRW were imputed from the nearest points as follow: We first forecast the surface using the given points and later
interpolate and extrapolate the missing points from the forecast. In case of missing points between two points, we used weighted average. So for example, if with delta 10P, the expiries 2M, 3M are missing, we assigned 1/3 of the difference between 1M and 4M to 2M and 2/3 of it to 3M. In case of missing at the edge of the surface, we extrapolated the missing value from the nearest point. So for example, if with delta 10P, the expiries 4Y and 5Y are missing, we calculated the ratio between 4Y and 3Y to be the same as between 3Y and 2Y. Once we calculated 4Y, we calculated the 5Y with the same ratio from 4Y.

3. METHODOLOGY

Forecasting future levels of time series is commonly done by Auto Regressive Moving Average (later, ARMA) models for univariate time series, and Vector Auto-Regressive (later, VAR) models for multivariate interdependent time series.

Since our dataset contains multiple time series which are highly interdependent, we compared our new model to VAR. We trained our models on each pair separately.

3.1. Multicollinearity Problem and Regularization

Points on FX volatility surface are highly correlated. So, any linear model that will use these points as predictors to other points will have the multicollinearity phenomenon. Multicollinearity or collinearity is the existence of near-linear relationships among the regressors, predictors, or exogenous variables. Multicollinearity or ill-conditioning can create inaccurate estimates of the regression coefficients, inflate the standard errors of the regression coefficients, deflate the partial t-tests for the regression coefficients, give false and nonsignificant p-values, and degrade the predictability of the model. It also causes changes in the direction of signs of the coefficient estimates [6]. One common way to control the multicollinearity in the model is to use regularization. Regularization technics involve removing or reducing the coefficient of correlated variables. See [7] for examples of multicollinearity and regularization technics to control it.

It this work we trained two models, VAR and Embedded Ridge (ER). The first was trained without regularization, and the second was trained with regularization. We found, as expected, that regularized model performed better than the unregularized model.

3.2. VAR (Vector Auto-Regression)

VAR is a stochastic process model used to capture the linear interdependencies among multiple time series. VAR models generalize the univariate autoregressive model (AR model) by allowing for more than one evolving variable. All variables in a VAR enter the model in the same way: each variable has an equation explaining its evolution based on its own lagged values, the lagged values of the other model variables, and an error term.

A VAR model describes the evolution of a set of \( k \) variables over the same sample period \( (t = 1, \ldots, T) \) as a linear function of only their past values.

A \( p^{th} \) order VAR, denoted \( \text{VAR}(p) \), is

\[
y_t = c + A_1y_{t-1} + A_2y_{t-2} + \cdots + A_py_{t-p} + e_t
\]

where the observation \( y_{t-i} \) is called the \( i^{th} \) lag of \( y \), \( c \) is a \( k \)-vector of constants (intercepts), \( A_i \) is a time-invariant \( (k \times k) \)-matrix and \( e_t \) is a \( k \)-vector of error terms.

We trained our VAR models on multiple hyperparameters using cross validation. The hyperparameters that achieved best performance was: \( \text{VAR} \) with 5 lags, i.e. \( \text{VAR}(5) \), and without constants.

For clarification, in our work, \( y \) represents a vector that contains 75 time series, and \( y_t \) represents, its temporal representation to date \( t \).

The residuals \( e_t \) are:

\[
y_t - A_1y_{t-1} - A_2y_{t-2} - \cdots - A_5y_{t-5}
\]

And they satisfy:

\[
E(e_t) = 0
\]

\[
E(e_t e'_t) = \text{Constant}
\]

\[
E(e_t e'_{t-k}) = 0
\]

From the above discussion, \( \text{VAR}(p) \), models dataset with dimension of \( k \times p \times t \). In our dataset \( 75 \times 5 \times t = 375 \times t \).

Since the order of integration of the data is 1, we differenced the time series by:

\[
y_t - y_{t-1}
\]

This transformation only applied to VAR model.
3.3. Reduction
In computability theory and computational complexity theory, a reduction is an algorithm for transforming one problem into another problem. We will use the following embedding algorithm to reduce the VAR problem into Linear Regression problems.

3.4. Embedding
Embedded dataset is a horizontal concatenation of previous lags.

More formally, given dataset $Y$ of size $(N \times M)$, i.e. $N$ samples of $M$ time series, we want to create a new dataset $Y^M_K$ of size $(N \times KM)$, i.e. $N$ samples of $KM$ time series. We can do so by creating new $K$ datasets from $Y$. Each dataset is one of $K$ lags of $Y$. Then by concatenating horizontally the $K$ datasets we will get our predictors’ dataset. The original $Y$ will be our target dataset. $Y^M_K$ is the predictors dataset.

The matrix representation of $Y^M_K$ is:

$$Y^M_K = \begin{bmatrix} y_{m=1}^{t=1} & y_{t=2}^m & \cdots & y_{t=K}^m \\ y_{t=1}^{m=1} & y_{t=2}^{m=1} & \cdots & y_{t=K}^{m=1} \\ \vdots & \vdots & \ddots & \vdots \\ y_{t=m-n}^{m=1} & y_{t=m-1}^{m=1} & \cdots & y_{t=m-K}^{m=1} \end{bmatrix}$$

To create the respond dataset (column) we need to consider the number of steps of the forecast. Let $S$ be the number of steps, $Y'$ the respond and $m$ will be the time series we want to forecast. Then, given some $S$, $m$:

$$Y' = \begin{bmatrix} y_{t=1+S}^m \\ y_{t=2+S}^m \\ \vdots \\ y_{t=n+S}^m \end{bmatrix}$$

3.5. Regularization
Either VAR vanilla model and linear embedding model creates dataset with high dimensions $O(mk)$. More than that, the surface’s vectors are highly correlated, either between themselves of autocorrelated between their lags. These properties turn our new embedding problem into an “ill-posed problem”. A common solution to this is using regularization.

In our study we deployed Ridge regularization which defined as follow:

When learning a linear function $f$, characterized by an unknown vector $\beta$ such that $f(x) = \beta \cdot x$, one can add the $L_2$-norm of the vector $w$ to the loss expression in order to prefer solutions with smaller norms. It is expressed as:

$$\min_{i=1}^{n} L(\beta; y, x) + \lambda R(\beta)$$

3.6. Embedded Ridge (ER)
We trained Linear Regression with Ridge Regression over the embedded dataset, defined as:

$$\min_{i=1}^{n} L(\beta; y, x) + \lambda \| \beta \|_2^2$$

In each iteration, we picked one column from $X$ as a target and all columns in $X_k$ as our predictors.

As required by Ridge, the data was normalized before. No other data preparation was needed.

3.7. Cross-Validation and testing
For training, cross-validation and hyperparameters selection we used the dataset form January 1, 2014, through January 30, 2018, a total of 1065 days. For testing, we used a dataset from January 31, 2018 to June 11, 2019 total 355 days. So, 75% went for training and validation and 25% for testing.

Testing time series models is different from other models and required different procedure. Obviously, training can only be done with past dataset and testing only on future dataset. That requires to test on series of test sets, each consisting of a single observation. For each test, the corresponding training set consists only of observations that occurred prior to the observation that forms the test set.

So, first train dataset contained 1065 consecutive observations from January 1, 2014 to January 30, 2018 and one observation January 1, 2014 for testing. Second train dataset contained 1066 observation (January 1, 2014 to January 1, 2014) one observation (February 1, 2018) for testing. Last day of testing was June 11, 2019.
This way we forecasted 355 values. Later we summarized these 355 forecasts.

To forecast 5 and 21 steps, we followed the same procedure, except for the testing sample which was 5 or 21 days ahead.

4. RESULTS

4.1. Models Hyperparameters
As we have said above in 3.6, we chose the VAR and ER models’ hyperparameters at the training and cross-validation part. Best parameters for VAR on the training dataset was an order of 5, i.e. 5 lags, and no trend. Accordingly, the embedding’s parameters were chosen with 5 lags and no constant (no intercept). For the Ridge part, we chose the $\lambda$ dynamically, i.e. at each iteration, best $\lambda$ was chosen through cross-validation, and that best $\lambda$ was used to forecast future values.

4.2. Metrics and Forecast Steps
We forecasted for 1, 5 and 21 days ahead. We measured our performance with Root Mean Square Error (RMSE), as it closely represents the standard deviation of the errors.

$$RMSE = \sqrt{\frac{\sum_{t=1}^{T}(y_t - \hat{y}_t)^2}{T}}$$

First, we will evaluate the quality of residuals. We would like to check whether they follow a white noise process. Later, we will evaluate the forecasting performance.

4.3. Residuals basic statistics
We present 4 box plots. Two in higher resolution range (-15,15) and two with lower resolution (-1,1).

From the box plots of the residuals we can see that both models centred around 0, while ER has lower ranges across all pairs. More precisely the next table show that ER is closer to 0 with less variance around the mean.
Interesting property that we can learn from these statistics is that ER and VAR model are close.

### 4.4. Durbin Watson test

In order to check for autocorrelation between the residuals we run the Durbin Watson test.

The Durbin–Watson (DW) statistic $d$ is defined as a test statistic used to detect the presence of autocorrelation at lag 1 in the residuals (prediction errors) from a regression analysis. The value of $d$ always lies between 0 and 4.

\[
d = \frac{\sum_{i=2}^{n}(e_i - e_{i-1})^2}{\sum_{i=1}^{n} e_i^2}
\]

$d = 2$ indicates no autocorrelation. If $d > 2$, successive error terms are negatively correlated. If $d < 2$, successive error terms are positively correlated.

For each model (VAR and ER), we run the DW test over all pairs and all points. For each point (75 points), we calculated the average of DW over all pairs. We created histograms that describe the distribution of the DW tests results of the 75 points.
Durbin Watson tests show for step 1 minor auto correlation, while strong auto correlation in 5 and 21 steps.

<table>
<thead>
<tr>
<th>step</th>
<th>model</th>
<th>DW</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>ER</td>
<td>1.848302</td>
</tr>
<tr>
<td></td>
<td>VAR</td>
<td>2.178545</td>
</tr>
<tr>
<td>5</td>
<td>ER</td>
<td>0.34423</td>
</tr>
<tr>
<td></td>
<td>VAR</td>
<td>0.578055</td>
</tr>
<tr>
<td>21</td>
<td>ER</td>
<td>0.098533</td>
</tr>
<tr>
<td></td>
<td>VAR</td>
<td>0.153603</td>
</tr>
</tbody>
</table>

ER presents slightly better results in DW test for 1 step.

4.5. Out-of-Sample Performance

We measured the performance of the models with RMSE.

For 1 step:
For 5 steps:

RMSE of expiries all pairs 5 step

For 21 steps:

RMSE of expiries all pairs 21 step

RMSE of pairs 5 step

RMSE of expiries all pairs 21 step
ER performance is better in forecasting 1 and 5 days ahead, but less accurate in forecasting 21 days ahead.

4.6. Run Time
Embedded Ridge evaluate 355 evaluations in less than 9 seconds, while VAR needs more than 30 seconds to do the same evaluation task. That makes the ER model 3.5 times faster while working on the same dataset (values and size).

5. CONCLUSION
We presented a new way for a regularized linear model to learn from time series. That been done through reduction of the AR process with embedding.

We tested the embedding on FOREX volatility surface and found that the reduced problem, was performing better for short horizons and in less time than VAR.

6. FURTHER WORK
Time series contains two processes, autoregressive (AR) and moving average (MA). In our work, we used embedding to reduce the autoregressive (AR) part of time-series. Later work might use embedding to reduce the moving average (MA).

Later work might also forecast with other models: (other than Ridge Regression) linear and nonlinear, parametric and non-parametric.

The DW results (subsection 4.4), show that linear models (VAR and ER) that we used in this work have difficult to forecast 5 and 21 steps ahead. We think that Temporal Convolution Neural Network, or Error Correction Model might be a good alternative candidate for forecasting many steps in the future, see [8] and [9].

We also used only consecutive lags (from 1 to 5) to forecast future values. Further work can leverage the embedding by using non-consecutive lags such as, 1st lag, 5th lag and 6th lag.
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